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Abstract

Redundancyloneis not suficientto provide long-term
guaranteedn distributedsystemsinstead,it mustbe cou-
pled with medanismsfor automaticmaintenance In this
paper we show how Decentalized Object Location and
Routingnetworks(DOLRs)with locality provide a frame-
work for efficientheartbeatsand continuoussystenrepair.

1. Intr oduction

Recentpeerto-peersystemshave adopteddecentralized
objectlocation and routing (DOLR) infrastructuredo as-
sistin organizingand manipulatingtheir data. Prominent
examplesof DOLRsinclude CAN[6], Chord[§, Pastry[d,
Tapestry[3 11], and other Plaxton, Rajaraman,Richa[g
structures.DOLRs provide sufficient probabilisticrouting
guaranteeso find an objectif it exists; but not enough,if
ary, reliability guarantees.This dilemmais often solved
with replication[] 2] or otherforms of redundang[4, 9].
Unfortunatelyredundang is a short-termmechanisnsince
hardwareeventuallyfails, software hasbugs, peoplemake
mistales,andregionsof theinfrastructurenaybedestryed
by naturaldisaster®r maliciousattacks.Thus,it is essential
that systemsprovide long-termmaintenanceéhroughauto-
maticfault detectionandrepair of faults.

Fault detectionand repair are significantchallengesn
global-scaldDOLR-basedystemssinceinformationis em-
bodiedin the aggregyateresource®f a constantlychanging
setof unreliablenodes.Thesheersizeof suchsystemslic-
tatesthat eachparticipantwill possesenoughstorageto
hold only a small pieceof the system. This requiresdis-
tributed maintenanceéechniques Fortunately DOLRs that
provide locality® canaid in automaticmaintenancéy sup-

1By locality, we meanthe ability to utilize local resourcesver global
oneswheneer possible.
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portingefficientheartbeatto detectfaultsandtriggerrepair
of the DOLR andresidentobjects.

In this paperwe survey automatidaultdetectiorandre-
pair techniquedor infrastructurestateand data. We begin
by specifyingthe propertieghatwe needfrom theunderly-
ing DOLR in Section2. In Section3, we briefly describe
how location-independenbutingworksin a DOLR in the
context of Tapestry Next, we surney someDOLR imple-
mentationdn Section4. Finally, we enumeratehe proper
tiesof a DOLR thatenableself-repairin Section5.

2. Requirements

Replicasare distributed widely to enhancedurability.
This complicatesthe processof locating them for repair
A closelyrelatedproblemis the needto direct queriesto
appropriatenodes. Sincethe key for routing to a value
is namedby opaquebit-strings— a globally-uniqueidenti-
fier or GUID, we needan infrastructurethat can perform
location-independentouting of messageslirectly to ob-
jects using only GUIDs. In addition, the routing layer
shouldexhibit deterministidocation, objectsshouldbe lo-
catedif they exist anywherein the network.

Location-independembutingin DOLR’susesoftstateo
allow thesystento bedynamic.DOLR’s maintainsoftstate
with heartbeatsand/orrepublishmessagegi.e. re-addan
entryinto the distributeddirectory). Sener heartbeatelp
maintainrouting state.Objectheartbeatfielp maintainthe
distributeddirectory Heartbeatassisin detectingfailures.
Whena failure occurs,the systemneedso accountfor the
lossandrefreshlossredundang if athresholdis reached.

Problem If notcareful,the costfor maintainingthe rout-
ing structureand objectsstoredin it caneasilyrenderthe
systemuseless.The maintenanceesouce over utilization
problemhasthreeaspectghat are reflectedin the current
literatureof DOLR’s: sener heartbeatshatcrossthe wide
area,objectheartbeat®n a perobject-basisanduseof re-
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dundantlinks for heartbeat&ind maintenancenformation.
Perobject heartbeatxan be considereddangerousf the
systemscalebecomedargeenough.

Heartbeat Locality If the the overlay network (DOLR)
is notawareof theunderlyingnetwork topology, senerand
objectheartbeatwvill crosshewide areaincreasinghesys-
tem’s bisectionbandwidthutilization. To permit locality
optimizationsit is importantthat the routing processex-
hibit routing locality, useasfew network hopsaspossible
andthatthesehopsshouldbe asshortaspossible.Thatis,
routesshouldhave low stretd??, notjust a smallnumberof
application-leel hops.

Per-Object Heartbeats Eachnodein a DOLR hasthe
potentialto storemary objects;thatis, more objectsthan
neighborlinks. Someof the DOLR’s make no provisions
to make surethat objectsstill exist; while, other DOLR’s
detectobjectfailurewith objectheartbeats.

RedundantLinks The problemwith objectheartbeatss
thatthey traverseredundantinks. Thatis, the numberof
storedobjectsis muchgreaterthanthe numberof neighbor
links. Most of the heartbeatsanbe aggreyatedtogether

3. Location-IndependentRouting

We now describeTapestry[3 11], aroutingandlocation
system. Tapestryis an IP overlay network that usesa dis-
tributed, fault-tolerantarchitectureto track the location of
every objectin the network. Tapestryhastwo components:
aroutingmeshanda distributeddirectoryservice

Routing Mesh: Figure 1 shows a portion of Tapestry.
Eachstoragesener and client is a Tapestrynode with a

unique40-digit hexadecimakddresslravn from arandom
distribution. Tapestrynodesare connectedvia neighbor
links of varyinglevels;theseareshovn assolid arrons. The

level-1links (L1) from agivennodeconnecto the 16 clos-
est,definedby network lateng, nodeswith differentvalues
in the lowestdigit of the address.Level-2 links (L2) con-
nectto the 16 closestnodesthat matchin the lowestdigit

andhave differentsecondligits, etc.

Neighborlinks provide a route from every nodeto ev-
ery othernode. For example,Figure 1 shavs a path (thick
solid arrows) from node 5230 to node 8954. The rout-
ing processresoles the destinationone digit at a time:
8 x xx =—> 89 x ¥ —> 895%x —> 8954, wherex’s repre-
sentwildcards. This schemds basedon the hashed-prefix

2Stretchis theratio betweerthe distancetraveledby a queryto anob-
jectandtheminimal distancefrom the queryorigin to theobject.
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Figure 1. Tapestrylnfrastructure:Nodesare connected
to othernodesvia neighborlinks (solid arrows). Any node
canrouteto anyotherby resolvingonedigit at a time: e.g.

0101 — 8122 — 8908 — 8957 — 8954. Each GUID is

associatedvith one particular “Root” node(8954 in this

example). A serverpublishesthe location of a replica by

sendinga messge toward theroot,leavingbadk-pointes at

ead hop (dottedarrows). Clientslocatereplicasby send-
ing a messge toward a root until they encounterenough
pointers. Client5230canlocatetwo replicasafter only two

hops:5230 — 8F4B — 8909.

routing structureoriginally presentedoy Plaxton, Rajara-
man,andRicha[5].

Distributed Directory Sewice: To perform location-
independentouting, Tapestryemploys a mechanisnthat
deterministicallymapseachGUID to a small (5) set of
uniqueroot nodes.A storagesener thenpublisheghefact
thatit is storingareplicaor otherobjectby routing a mes-
sagetoward eachof the root nodes(as describedabove),
depositinglocation pointers to the objects locationat each
hopfrom thesenerto theroot. Figurel shavstwo replicas
with the sameGUID storedat differentnodes(hodes2344
and24EC). This figure alsoshavs one of the root nodes
(8954). The location pointersare shovn asdottedarrons
thatpointbackto storageseners.Notethateachof theroot
nodeskeepstrackof thelocationof every replicathatmaps
to its addressenablingdistributedrepair(Section5s).

To locateanobject,aclient sendsa messageéowardone
of the object’s roots. As soonasthe messagencounters
a pointerwith the desiredGUID, it routesdirectly to the
object. In the figure, client 5230 canlocatetwo replicas
afteronly two hops: 5230 — 8 F4B — 8909. In theworst
casethisinvolvesroutingall theway to theroot. However,
if thedesiredobjectis closeto theclient, thenthepathfrom
the client to theroot will intersectthe pathfrom a storage
senerto theroot with high probability. In fact,it is shovn
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Scheme Maintain Maintain Detect Detect Repair
Node Object Node Object Object
PRR[5] - - - - -
Chord senerhb - timeout,
[8] msg
CAN senerhb - timeout,
[6] msg
Pastry senerhb - timeout,
[7] msg
Tapestry senerhb objhb timeout, | timeout,
[3,11] republish msg msg
senerhb
Tapestry senerhb expn bkf timeout | timeout | threshold
w/ Thispaper | expn bkf republish msg msg
notification

Table 1. Repairin DOLR systems:Most systemsmple-
mentserverheartbeatghb) to maintainrouting stateand
detectnodefailure. Similarly, objectsare maintainedwith
object heartbeatsor explicit republishmessges. Object
Failure is detectedwhena timeoutoccuss or a republish
has not beenreceived. Finally, Lost objectsare repaired
whena redundancyhresholdis readed.

in [5] thattheaveragedistancdraveledin locatinganobject
is proportionalto the distancefrom thatobjece.

4. SystemComparisons

Table 1 comparesmaintenanceechniquesfor several
DOLR networks. All DOLRs can locate objects. How-
ever, they differ with respecto locality, i.e. notall systems
minimize stretch. PRR[5], Tapestry[3 11], andPastry[7]
provide locality in the connectionshetweennodesin the
DOLR, assistingefficient node-level heartbeats.CAN [6]
andChord[8] do nothave suchlocality by default, but may
evolve local connectionovertime. PRRand Tapestryalso
provide minimal stretchin routingto objects,providing for
efficient object heartbeats.Pastry CAN, and Chord have
heuristicsto reduceobjectlocation cost, so they may per
form well in practice;however, efficient object-level heart-
beatsmay bedifficult to construct.

All thesystemgexceptPRR,whichassumea staticnet-
work) usesomeform of sener heartbeatso maintainrout-
ing softstate.The sener heartbeatsllow the systemto de-
tect failed nodesand possibly route aroundthem. How-
ever, the systemddiffer in maintainingobjectstate. Only
TapestryandWells describeobjectheartbeatechniquesand
only Wells explainshow to repairlostredundang.

The problemwith straightforvard object heartbeatsn
Tapestry[1] is thatwith enoughobjectsin the system this
canbequiteexpensve[1Q; thatis, a significant(over 20%)
amountof a senersbandwidthresourcesvereusedfor ob-
jectheartbeatsWells[1(] extendedTapestryheartbeatand
proposedisenerheartbeaexponentiabacloff, critical ob-

3Experimentshov asmallconstanbf proportionality;See[11].

ject notification, and a trust metric to make maintenance,
detectionandrepairfeasible.

Looking at this issuemore carefully, however, we note
that heartbeatdor objectssene two totally differentpur-
poses:first, they allow usto detectthata serverhasfailed
andsecondthey permitusto repairinconsistenciein the
DOLR datastructurespointing at objects. The important
insight is that slight inconsistenciesn the DOLR can be
handleadhroughredundang, while senerfailureshouldbe
noticedmore precisely We extend the work of Wells by
aggrgatinginformationthatwill travel overthe samelinks
(multicast)to efficiently noticesenerfailureandtriggerob-
jectreconstructionlnconsistencieg the DOLR statewill
still berepairedhroughperiodicallyrepublishingobjectlo-
cations put thisprocessanbedonemorelazily andlocally.

5. Maintenanceand Repair

In a dynamic ernvironment systems must adapt to
changesdn the infrastructureand repair damagedeplicas
or lossredundang. A basicassumptiorof mary DOLRsis
thattherearefaulty andmaliciousnodeghatattemptto cor-
rupt dataanddery service;however, we assumehatthere
is alarge numberof “good” senersthatproperlyadhereo
the DOLR protocols.We alsoassumehatnodesmake pro-
visionsto keeplocal storageandstateasstableaspossible.

5.1 Infrastructur e Repair

Repairneedsthe DOLR to adjustto changingnetwork
configurationsAn exampleDOLR nodeinsertionanddele-
tion algorithmcanbe foundin [3, 11]. Most DOLRs pro-
vide mechanism$or bothplannedandunplannedenerre-
moval. Whenpossible the departingsener proactively in-
formsits neighborf its imminentdeparturesothatneigh-
borsmay remove the nodefrom their neighbormaps. Ad-
ditionally, the nodemaymove replicasto nearbynodes.

To addresghe unexpecteddepartureof nodesfrom the
network, DOLRSs rely on sener heartbeats.Thesesener
heartbeataresentalongneighborpointers(asdescribedn
Section3); the fanoutof theseheartbeatss limited, since
the numberof neighborpointersis fixed. However, since
theaveragenetwork distanceof thesepointersincreasege-
ometrically with level number we sendheartbeatsalong
level-1 links more frequentlythan level-2 links, etc. By
monitoring theseheartbeatsthe routing infrastructurecan
detecta sener’s departureandtrigger the modificationof
theroutingmeshandredistrikution of pointers.

4An ongoingareaof researchis determininglegitimate sener failure
from denial-of-servicettacks.
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Ring of L1
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Figure 2. Data-Driven Sener Heartbeats: A slice of
tapestry around a server (middle node). Pointers from
DOLR bad to serverdefinenatural multicasttree from
serverto nodescontainingpointess to server Thistreeis
usedfor data-drivenheartbeats. Locality is achieved by
travesing top levels of tree more frequentlythan bottom
levels, and by traveising only portions of the tree for ob-
jectsbelowa certainredundancyhreshold.

5.2 Distrib uted Repair

Distributed repair medanisms exploit DOLRs dis-
tributedinformationandlocality properties. Figure2 illus-
trateshow thepointersin aDOLR aidin detectingrailureby
directingsener heartbeatsThis figureillustratesthe natu-
ral multicasttreefrom eachsener to the setof nodescon-
taining pointersto thatsener. Whena sener crashesthis
setof nodesnusteventuallybeinformed(to cleanup point-
ersandpossiblytrigger repair). Repairutilizes this multi-
casttreefor data-drivenserverheartbeats To avoid flood-
ing the network with anexcessive numberof heartbeatsye
provide the samesort of exponentialbacloff asmentioned
with thesener heartbeatsHeartbeatgo to thefirst level of
the tree mostfrequently(shown in the figure asthe “Ring
of L1 Heartbeats”)secondevel lessfrequently etc. With
this schemenodesearareplicasrecognizehe majority of
replicafailuresandtendto recognizethem quickly, while
nodesfartheraway protectagainstregionaloutages.

Repairemploys two mechanismso (1) keepthe DOLR
pointersas up-to-dateas possibleand (2) trigger repairas
soonasthenumberof surviving replicasfrom agivenblock
fallsbelow athreshold As shavnin Figurel, Tapestrycon-
tainsinformationaboutthe stateof an objectsreplicas. In
particular the root nodesassociatedvith an objectsrepli-
casknow the numberand location of all surviving repli-
cas. Although this informationis someavhat imprecise,it
doesprovide a framewvork aroundwhich to trigger repair
Whenasenerceaseso sendits heartbeatfor asufiiciently

STapestrys neighborinks encodenetwork locality.

long time, the nodesalongthis multicasttreerecognizethe
failure andpropagatepointerchangegowardreplicaroots,
whichtriggerrepairwhennecessary

Thelossof aregionof senersmayrequiretimeto notice.
Consequentlywe canenhancdhe obsenability of certain
replicasthatbelongto objectswith “dangerouslylow” lev-
elsof redundang: we inform all of the pointerson the path
from sener to root thatwe wantnotificationassoonasthe
sener ceaseso function. The importantobsenation here
is that DOLR pointersprovide a distributedframework for
adjustingtherateof repairandobsenationasnecessary

6. Conclusion

We have discussed/ariousdistributed maintenancedge-
tection, and repair techniquesthat increasesystemrelia-
bility. Reliable distributed systemsare dependentupon
location-independerdropertieof DOLRS. The systenre-
liability is predicatedn the useof efficient heartbeats.
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