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Lots of Work on Improving CPU and Memory Utilization
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Pond (ASPLOS ‘23), HarvestVM (OSDI 20), AIFM (OSDI ‘20),
Shenango (NSDI“19), LegoOS (OSDI“18), InfiniSwap (NSDI“17), ...
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Datacenters Are Full of Idle PCle Devices
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Reidys et al., Coach: Exploiting Temporal Patterns for All-Resource Oversubscription in Cloud Platforms, ASPLOS ‘25

Wang et al., Designing Cloud Servers for Lower Carbon, ISCA ‘24



Overprovisioning Causes Low Utilization
Host A Host B
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* PCleresources are overprovisioned for peak demand per-host
* |dleresources cannot be used by other hosts
* Redundant devices are provisioned per-host



Pooling PCle to Boost Utilization
Host A Host B
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Pooling PCle to Boost Utilization
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Provision for the peak demand across hosts
|dle resources can be used by any hosts
A single backup device can be shared by many hosts



RDMA Is Limited, PCle Switches Are Expensive

Option 1: RDMA
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Option 2: PCle Switches
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OO0 | PCle Switch
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¥ Expensive to deploy

|

¥ Cannot pool NICs

]

¥ High latency overhead
and limited IOPS

(switches + switch software
+ host adapter cards + cabling)
= $80,000 per rack



CXL to Pool Memory
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CXL to Pool Memory

Host A CXL Memory Pool Host B

a IE lE ) /F Qh 4
’ u _ Host A _ _
—CXL3 HostB ECXL=

Host C

\ y Host D <

4 IE |E ) 4
' —CXLS ECXLE

- Y, \_ Y, -

Host C Host D



Industry Is Proposing to Deploy CXL Pools

Berger et al., Octopus: Scalable Low-Cost CXL Memory Pooling
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e 2-port CXL devices: Marvell Structera, Asteralabs Leo R
« 8-port CXL devices: Seagate FPGA, SKH Niagra 3|_
* Expensive CXL switches are not required! POrts
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CXL to Pool Memory... and Now PCle Devices!
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CXL to Pool Memory... and Now PCle Devices!

Host A CXL Memory Pool Host B
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CXL to Pool Memory... and Now PCle Devices!

Host A CXL Memory Pool Host B
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Example: NIC Datapath

Shared CXL Memory
HostA @ Send re@est ® Pom requests
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@ Fill packet buffe\_ @ DMA-read data buffer
Challenges:

e Cross-host cache coherence

* CXL latency overhead
 CXL link bandwidth



Cache Coherence Is Not Required for PCle Pooling

CXL memory devices available today do not support cross-host
cache coherence

Key observation: PCle devices often bypass CPU caches when
accessing memory

Shared CXL Memory
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Use minimal software cache line flushes to ensure coherence
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CXL Latency Incurs Small Overhead

CXL latency (220 ns) = 2x local memory latency (100 ns)
* However, I/O latencies (e.g., network, storage) are at pys-scale
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Remaining challenge: signaling requests and completions over
non-coherent CXL memory

Throughput (MOPS)

Throughput (MOPS)
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CXL Links Provide Sufficient Bandwidth

Recent platforms (e.g., Intel Xeon 6) provide 64 CXL 2.0/ PCle5
lanes per CPU socket

 Each PCle lane provides 4 GB/s/direction bandwidth
* 64 lanes provide 512 GB/s/direction bandwidth in total

Use Case Peak Bandwidth # CXL Lanes
Multiple hosts sharing
a single NIC 400 Gbps (50 GB/s) 16
Multiple hosts sharing a
6 x10 GB/s 16

set of 6 NVMe SSDs
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Potential Research Directions @

* Datacenter network without ToRs
* Traditional datacenters have one ToR per rack, which could be the single point of failure
* Canwe eliminate ToRs and connect NICs to aggregation switches?

 Load balancing
 Each host can send and receive network packets through multiple NICs
* Dynamic flow migration between NICs, avoid high fan-in/fan-out by spreading traffic

Handling PCle device failure
* How to detect device failure and fail over to other devices with minimal interruption

Pooling accelerators

* Accelerators with narrow use cases (e.g., FPGA, smartSSD, video decoding, not
including GPU) have low utilization and low adoption rate

Scope of PCle pooling (# hosts)

* How does the cost saving of pooling scale with the number of hosts
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Thank you, and let’s keep pooling!

C (' Compute
E <press
Link
* Pooling improves utilization and

SSD saves costs
* What are the challenges to
N . .
iImplement pooling?

\ . : .
Memory What other devices can we pool*

NIC yz@cs.columbia.edu



	Slide 1: My CXL Pool Obviates Your PCIe Switch
	Slide 2: Lots of Work on Improving CPU and Memory Utilization
	Slide 3: Datacenters Are Full of Idle PCIe Devices
	Slide 4: Overprovisioning Causes Low Utilization
	Slide 5: Pooling PCIe to Boost Utilization
	Slide 6: Pooling PCIe to Boost Utilization
	Slide 7: RDMA Is Limited, PCIe Switches Are Expensive
	Slide 8: CXL to Pool Memory
	Slide 9: CXL to Pool Memory
	Slide 10: Industry Is Proposing to Deploy CXL Pools
	Slide 11: CXL to Pool Memory
	Slide 12: CXL to Pool Memory… and Now PCIe Devices!
	Slide 13: CXL to Pool Memory… and Now PCIe Devices!
	Slide 14: Example: NIC Datapath
	Slide 15: Cache Coherence Is Not Required for PCIe Pooling
	Slide 16: CXL Latency Incurs Small Overhead
	Slide 17: CXL Links Provide Sufficient Bandwidth
	Slide 18: Potential Research Directions 🤩
	Slide 19: Thank you, and let’s keep pooling!

